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Preface

The International Workshop on Spatial Knowledge Acquisition with Limited In-
formation Displays (SKALID 2012) was held August 31, 2012 in Kloster Seeon,
Germany, in conjunction with the biennial interdisciplinary Spatial Cognition
2012 conference. The goal of the SKALID workshop was to bring people togeth-
er across a broad range of disciplines to discuss methodological, technological,
and theoretical concepts, challenges, and techniques related to the design of
limited information displays for use in spatial contexts. Limited information dis-
plays were broadly characterized as any interface which is restricted in its size or
resolution and may encompass auditory, haptic, linguistic, visual, or multimodal
information displays. Of particular interest of this workshop was to solicit per-
spectives that cut across multiple research domains or to leverage established
theories and methods from one field in order to discuss how these approaches
could provide new insights or design guidance for other disciplines.

All SKALID submissions were refereed by 3 members of the workshop’s in-
ternational Program Committee. This team helped ensure that all submissions
were relevant to the workshop, had significant intellectual and scientific merit,
and had clear and coherent exposition of material. Seven papers were accepted
for presentation at the workshop and publication in these proceedings. Profes-
sor Stephen Hirtle from The University of Pittsburg was the keynote speaker.
In addition to summarizing their research, each presenter was asked to pose
provocative or challenging questions about their work or the field more broad-
ly. This allowed for significant time for interactive and fruitful discussion by all
workshop participants.

As is obvious from the submissions, we achieved our interdisciplinary goal.
Accepted papers encompassed researchers from a broad range of disciplines, in-
cluding: Computer Science, Spatial Informatics, Information Systems, Human-
Computer Interaction, Psychology, and others. Topics addressed in these pa-
pers covered a broad range of basic theories, empirical evidence, and inter-
face/hardware design and evaluation, but all were linked by an interest in limited
information displays. A range of visual, non-visual, and multimodal displays were
discussed, with the intended users including both sighted and blind persons. An
important theme evident in many of the papers dealt with what and how spatial
information should be best displayed to meet the needs and tasks of this diverse
user base. The workshop topics varied from selection of environmental variables,
including haptic, linguistic, and visual information sources, to development of
route directions, scene descriptions, and maps which are both usable and cog-
nitively plausible. The use of cameras, augmented reality, and crowd sourcing
techniques to generate and annotate limited information displays on mobile de-
vices was the topic of several papers. Others dealt with similar ideas based on
comparing information visualization techniques or new approaches for generat-
ing dynamic haptic and multimodal maps. Some of the papers advanced new



IV

theories or approaches, others evaluated the efficacy of specific new techniques
or technologies, and still others performed usability testing and behavioral ex-
periments in order to optimize interface design, insure that the information pro-
vided was perceptually and cognitively valid, or to gauge end-user acceptance.
The scenarios and environments where these limited information displays were
being evaluated, and the tasks aimed to be supported, ranged from perception
and learning of small-scale scenes of rooms, to navigation and cognitive map de-
velopment of multi-level indoor buildings, to learning and navigation of outdoor
environments, to spatial knowledge acquisition at large geographic scales.

We sincerely thank the many people who made SKALID 2012 such a suc-
cess: the Program Committee, the Spatial Cognition Organizing Committee, the
paper contributors, and all the participants present at the workshop.

August 2012 Christian Graf
Nicholas Giudice

Falko Schmid
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Indoor Scene Knowledge Acquisition using a Natural 
Language Interface  

Saranya Kesavan and Nicholas A. Giudice 

School of Computing and Information Science 

Spatial Informatics Program, University of Maine 

 

nicholas.giudice@smaine.edu

Abstract. This paper proposes an interface that uses automatically-generated 
Natural Language (NL) descriptions to describe indoor scenes based on photos 
taken of that scene from smartphones or other portable camera-equipped mobile 
devices. The goal is to develop a non-visual interface based on spatio-linguistic 
descriptions which could assist blind people in knowing the contents of an in-
door scene (e.g., room structure, furniture, landmarks, etc.) and supporting effi-
cient navigation of this space based on these descriptions. In this paper, we 
concentrate on understanding the most salient content of a stereotypic indoor 
scene that is described by an observer, categorizing the description strategies 
employed in this process, and evaluating the best presentation of directional in-
formation using NL descriptions in order to support the most accurate spatial 
behaviors and mental representations of these scenes by means of human be-
havioral experiments. This knowledge will then be used to develop a domain 
specific indoor scene ontology, which in turn will be used to generate auto-
mated NL descriptions of indoor scenes based on their photographs, which will 
finally be integrated into a real-time non-visual scene description system. 

Keywords: Natural Language, indoor scene description, indoor spatial knowl-
edge,indoor scene ontology. 

1 Introduction 

Navigation involves a process of controlling and monitoring the movement of any 
physical entity from one place to another [1]. Humans carry out this navigation proc-
ess in both outdoor and indoor environments, often with the aid of external navigation 
aids, such as maps or GPS-based guidance systems. While humans spend approxi-
mately 87% of their time indoors, comprising both familiar and unfamiliar indoor 
environments [2], real-time guidance systems only work outdoors due to attenuation 
of the GPS signal inside and a lack of standards for building information models [3].  
Compared to outdoor travel, the lack of global landmarks and complexity of indoor 
environments makes the task of navigation within buildings more challenging, even 
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with the advent of indoor navigation assistance [4]. The systems for navigation assis-
tance that do exist are almost exclusively based on visual interfaces and thus are inac-
cessible to blind and low vision people, one of the fastest growing demographics of 
our aging population [5]. To address this information gap, this paper discusses the 
development of an indoor navigation and scene description system which provides 
non-visual access to indoor environmental information by means of Natural Language 
descriptions delivered with the help of smartphones. 

2 Background 

The majority of the extant literature and technology development on accessible navi-
gation devices  relates  to  technology  for  detecting  and  avoiding  obstacles  to  the 
path  of  travel  or  speech-enabled  GPS  systems for street  navigation  (see  [6]  for 
review). Several systems providing non-visual access to indoor environments have 
also been developed [see 7 for discussion]. As with the outdoor systems based on 
street networks, these technologies only provide network information about corridor 
connectivity or give landmark descriptions [8]. Beyond providing a label for a spe-
cific location (e.g., auditorium), there is no existing technology that describes the 
layout or salient features of these locations (i.e., the nodes which are linked by the 
network). As such, a blind person may have navigation assistance when traveling a 
route but once they reach their destination, access to functionally useful spatial 
knowledge regarding this location is generally limited or non-existent (e.g., the 
bounding contour of a meeting room, the position and orientation of a couch in the 
waiting room of a doctor’s office, etc.). 

 Where navigation assistance of the network structure of large-scale environments 
benefits both blind and sighted users alike, sighted individuals rarely need assistance 
gaining information about these small-scale environments as the information is di-
rectly perceived through visual access to the scene. However, for a blind navigator 
relying on non-visual sensing, which is generally more proximal and less spatially 
precise, we argue that lack of access to spatial information about these local environ-
ments can be equally detrimental to accurate navigation, spatial learning, and cogni-
tive map development. To date, limited research has been conducted to investigate the 
description of indoor scenes or how knowledge of the spatial distribution of architec-
tural elements and salient objects in these spaces can be best imparted to blind people 
through non-visual channels. The limited research that has been done in this domain 
has required the use of expensive wearable specialty devices for acquiring spatial 
information. For example [9], discusses the use of a wearable device which converts 
visual information into tactile signals but carrying a specialized device for this pur-
pose requires cumbersome, expensive hardware and the use of potentially confusing 
sensory translation algorithms. By contrast, our goal is to develop a system based on 
commercially-available hardware and an intuitive, easy to understand user interface. 
To this end, this paper proposes a work-in-progress system that provides non-visual 
access to specific indoor locations (scenes) through the use of NL descriptions deliv-
ered via a smartphone. 
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3 Natural Language – A Limited Information Display 

Natural Language represents an intuitive interface as it is innate to most humans and 
is easy to generate using text-to-speech engines. It is often used in spatial contexts, 
e.g. direction giving, and has the advantage of being equally accessible to both 
sighted and blind users. Owing to the sparse information content that can be specified 
using a serial, temporally extended, and low-bandwidth medium, NL is considered a 
limited information display. In addition, NL involves more cognitive load in working 
memory than perceptual interfaces as it requires cognitive mediation to interpret the 
verbal information being described, such as metric, topological, and other spatial 
information [10]. This paper proposes a way to effectively use this limited informa-
tion medium in an accessible scene description system for blind users.  

4 Behavioral Experiments 

Because of recent technological advancements and promising results in the field of 
Natural Language processing and generation, we argue that NL is one of the most 
important modes of information access for incorporation in non-visual interfaces and 
intelligent devices used by blind people. One problem is that NL description genera-
tion primarily concentrates on the semantic and syntactic aspects of the linguistic 
description in order to mimic human speech patterns. However, there is little formal 
research on understanding the ways in which a human summarizes the information 
they directly perceive, especially when looking at an indoor scene, through spatial 
verbal descriptions in order to convey survey knowledge of the scene.  

Hence, in order to generate a NL description of an indoor scene, we argue that it is 
important to first understand the ways in which humans would naturally describe 
(e.g., verbally narrate) the space. NL generated without understanding of this narra-
tion is only a formal arrangement of words into sentences which abides the syntactic 
and semantic rules of a language following a specific architecture. To gain this 
knowledge, behavioral experiments must be conducted in order to understand the 
logic behind the human-generated NL description of an indoor scene. These results 
can then be compared to descriptions generated by a machine-generated NL descrip-
tion to assess where differences and similarities arise. The following human experi-
ments are proposed to address this question. 

4.1 Direct Observation versus Photographic Observation of an indoor scene 

The end goal is for blind persons to use photos taken with their smartphones in order 
to obtain information about the spatial configuration of indoor scenes, including the 
location of its constituent objects, delivered via NL descriptions. Photos taken using 
smartphone cameras will inherently have a limited field of view (FOV). Hence it is 
important to compare the spatial information obtained from photographic observa-
tions of an indoor scene against the spatial information obtained from direct observa-
tions of the same scene to evaluate whether this limited FOV leads to exclusion of 
important environmental details in the ensuing spatial verbal descriptions. A behav-
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ioral experiment was conducted to evaluate whether there is a significant difference of 
observation by comparing the accuracy of scene re-creation based on previously gen-
erated scene descriptions from both modes. Supporting the efficacy of camera-based 
photos in our system, results revealed no significant differences between spatial in-
formation acquired from human or camera-based observations or re-creation accuracy 
based on descriptions generated from these two modes [11]. 

4.2 Comparing Description Strategies 

Flexibility is one of the most important features of a Natural Language. One challenge 
is that NL descriptions of spatial information of objects in an indoor scene could be 
structured in different ways following different strategies. For example, a description 
could begin by describing the name and spatial locations of objects in one corner of 
the room and then follow a cyclic clockwise strategy of describing the other objects 
around the room. Alternatively, a description could combine objects based on their 
functionality, e.g. describing the spatial location of all the tables that are present in a 
room, then describing the chairs, etc.  

Research conducted in [12] suggests that the choice of description strategies also 
depends on the spatial extent being described. Hence, it is important to first identify 
the different scene description strategies people adopt from a common perspective 
and then to determine which of these strategies leads to the acquisition of the most 
accurate spatial information while minimizing the cognitive effort required for the 
process. A behavioral study is currently being conducted to understand the different 
types of strategies that are used by humans, and the effectiveness of each for convey-
ing accurate indoor scene descriptions. Another behavioral study will then be con-
ducted to investigate which among those strategies helps the user to gain the most 
accurate spatial information supporting spatial learning and behavior in the space. 

4.3 Presentation of Directional Cues 

For a linguistic scene description to generate a mental map that is comparable in func-
tion with mental maps developed from visual perception, it is extremely important to 
have an accurate method for specifying directional cues about the spatial locations of 
objects within the scene. As with scene description strategies, there are different ways 
to verbally present these directional cues to the user. The work done in [13] suggests 
that people best understand directional cues when they are presented using relative 
directions rather than using only absolute directions. However, we are unaware of 
formal research investigating the best way to present directional cues with the highest 
precision within a relative reference frame. 

Degree measurements and clock face directions are the most common ways to pre-
sent angular information using a relative frame of reference. For example, “a desk is 
at your 1 O’ clock position” and “a desk is at 30 degrees on your right” both specify 
the same spatial location of the desk. But it is important to know which of these pres-
entation methods leads to the most accurate perception of directional information. To 
address this question, a behavioral study is currently being conducted to compare the 
accuracy of angular perception based on these two types of directional cues.  
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5 Machine Generated vs. Human Generated Natural Language 

Natural Language descriptions of indoor scenes will be generated based on the results 
of the above mentioned behavioral experiments. They are expected to provide access 
to accurate spatial information for use by a blind user when made available. However, 
it is also important to compare the NL descriptions created by an automated machine 
with the NL descriptions created by a human user in order that results from the latter 
can guide development of the former. This could be tested by asking participants to 
reproduce the scenes based on the NL descriptions from both human generated and 
machine generated descriptions. The accuracy of re-created scenes should be tested 
for any significant differences in the ensuing re-creations before being implemented 
in a real time indoor scene description system.  

6 Indoor Scene Ontology 

Natural Language Generation architecture involves a procedural and formal way of 
arranging raw spatial information that must then be converted to a NL [14]. To sup-
port this process, it is important to represent spatial information of indoor scenes in a 
formal setting, e.g. as an indoor scene ontology. Although we have ontologies avail-
able for characterizing indoor spaces in terms of corridors and pathways [15], there 
are currently no ontologies available to represent indoor scenes. We argue for the 
importance of constructing an indoor scene ontology which represents human de-
scribed scene information. The primary goal of this ontology is to formally reflect and 
represent the ways in which humans perceive space (from the above mentioned be-
havioral experiments) and to structure the relevant information into a robust and 
flexible NL description.  For example, the envisaged indoor scene ontology should 
involve a saliency rating of the objects that are typically present in an indoor scene. It 
should also be related with the existing linguistic ontology of space as proposed in 
[16] in order to fill the gap between human perception and formal linguistic proce-
dures used in NL generation. Using the NL Generation techniques mentioned in [14], 
a NL description of indoor scenes could be developed based on the information repre-
sented in the proposed indoor scene ontology.  

7 Conclusion 

This paper proposes a NL user interface for describing indoor scenes to visually im-
paired people. While current natural language systems concentrate on the semantic 
and syntactic components of natural language, we propose an automated NL system 
that is aimed at mimicking accurate descriptions delivered by humans in terms of 
spatial knowledge acquisition and information delivery as established from our hu-
man behavioral experiments. Several experiments are proposed to better understand 
the ways in which humans perceive and describe indoor scenes in order to establish 
the most salient information content and description strategies. Finally, we propose 
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the construction of an indoor scene ontology to formally represent the knowledge 
acquired from the results of our behavioral experiments. 
 
Acknowledgement: This project was supported by NSF grant CDI-1028895. Thanks 
also to Bill Whalen for comments on the manuscript. 
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Building Augmented You-are-here Maps through 
Collaborative Annotations for the Visually Impaired 

Limin Zeng, Gerhard Weber 

Technische Universität Dresden 
Institut für Angewandte Informatik 

{limin.zeng,gerhard.weber}@tu-dresden.de

Abstract. For the visually impaired it is important to learn about different kinds 
of spatial knowledge from non-visual maps, specifically while walking via mo-
bile devices. In this article, we presented an augmented audio-haptic You-are-
here map system based on a novel pin-matrix device. Through the proposed 
system, the users can acquire not only the basic geographic information and 
their location, but also augmented accessibility attributes of geographic features 
by user-contributed annotations. Furthermore, we at the first time discuss the 
annotation taxonomy on geographic accessibility, towards building a systemic 
methodology.  

Keywords: haptic interaction, social interaction, annotation, taxonomy, you-
are-here map, outdoor 

1 Introduction 

Apart from the geographic information, for the visually impaired they expect to know 
additional geographic accessibility information which is specific for them. For exam-
ple, the blind prefers to know if there is a non-barrier sidewalk to the entrance of the 
nearby POI and where, or the types of doors (e.g., automatic or manual). However, 
it’s time-consuming and cost-consuming to collect those kinds of accessibility geo-
graphic data over the world by one or several organizations.  

Besides, due to lack of accessible location-aware YAH maps for the visually im-
paired, it is hard for them to explore the surrounding environments while walking 
outside, despite the mainstream GPS-based navigation systems would announce 
where users are, e.g. the name of the street or the nearby point of interest. In this pa-
per, in addition to acquiring basic geographic information, we focus on investigating 
which other kinds of information would be acquired from the location-based YAH 
maps for the visually impaired, such as location and augmented accessibility informa-
tion. We presented a tactile You-are-here map system on a portable pin-matrix device 
(PMD), and proposed a collaborative approach to gather accessibility information of 
geographic features from users’ annotating. Furthermore, we discussed about users’ 
annotation taxonomy systematically from its definition to the data model. 
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2 Acquisition of spatial knowledge from map exploration 

2.1 Basic geographic knowledge 

The basic geographic knowledge contains the spatial layout of map elements, names 
and categories of geographic features, and other map elements (e.g. scale, north direc-
tion). Although the swell-paper based maps have great touch perception, they only 
can represent a few of brief and static information, as well as related map legend in 
Braille. To present much more map elements and with detailed descriptions, the 
acoustic output has been employed in recent decades, from the auditory icons and 
sonification to text-to-speech (TTS) synthesis, like in [1, 2]. However, it is hard to 
learn about precise layout from the virtual maps. Aiming at obtaining explicit touch 
perception simultaneously, haptic-audio maps have been proposed on touch-screen 
tablet [3] and pin-matrix device [4].  

2.2 Spatial relationship to users on location-aware maps 

In addition to rendering basic geographic information, the location-aware maps state 
users’ current position and the spatial relationship between them and the surrounding 
environments. TP3 [5] allows users to discover spatial relationship to nearby point of 
interests on mobile phones, e.g. distance and orientation. Specifically, the novel spa-
tial tactile feedback in SpaceSence [6] represents explicitly the orientation from users’ 
location to the destination. However, it is still challengeable to allow the users to ex-
plore the surroundings explicitly.  

2.3 Augmented geographic accessibility 

For people with special needs, the kind of geographic information stored in current 
map database is not enough, because they have their own additional requirements. For 
example, the online Wheelmap1 and Access Together2 collect the accessibility fea-
tures of POIs in cities for wheelchair users, through user-contributed annotations. 
However, the visually impaired has much more special requirements than the disabled 
people who are sighted. In addition to avoiding various unaware obstacles, they ex-
pect to know accessibility information of geographic features while on the move. The 
“Look-and-Listen-Map”3 is a project to prepare a free accessible geo-data for the 
visually impaired, such as traffic signals with or without sound. But due to lack of an 
accessible platform, the visually impaired is hard to benefit from the project currently. 
As one possible benefit from those collaborative accessible geo-data, it can improve 
the performance of involved applications, like a personalized route plan [7]. 

                                                           
1 www.wheelmap.org 
2 www.accesstogether.org 
3 http://www.blind.accessiblemaps.org/ 
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3 Augmented tactile YAH maps through collaborative 
annotations  

In this section, we described a tactile YAH maps on a mobile pin-matrix device. 
Through the proposed system, the users not only can explore maps and learn about 
their location context, but also can acquire knowledge on geographic accessibility in 
their cities by collaborative annotations.  

3.1 The System Architecture  

As shown in Figure 1, the system is a typical C/S (Client/Server) based system. Its 
server stores map data, annotation data and user information, and responses the map 
client, like sending map data. The ubiquitous mobile internet enables the client to 
connect the server at anywhere, and to present a tactile map with current location 
context. Additionally, it’s convenient to read annotation on the go. 
  

 
Fig. 1. The System Architecture 

3.2 A Prototyped System  

The Figure 2 (left) illustrates the overview of the prototype, consisting of a portable 
PMD, a WiiCane, a smart phone, an earphone with a microphone and a portable com-
puter. The WiiCane is made by mounting a Wii remote controller on the top of a nor-
mal white cane. The smart phone is mounted on one shoulder, which has involved 
sensors like GPS, digital compass and Bluetooth. Users can listen to related annota-
tions by the earphone. The computer in a backpack, runs the main application, and 
connects all of the other devices through Bluetooth or USB interface. 

Besides, we design a set of tactile map symbols and YAH symbols through raised 
pins, to represent the YAH maps, see Figure 2 (right). In particular, the set of YAH 
symbols has eight symbols which point at one direction respectively, e.g. south, 
southwest, etc. Therefore, the YAH symbols would present users’ location and head-
ing orientation simultaneously on maps while walking or stopping.  

While interacting with the YAH map, users can press the buttons on the WiiCane 
to panning or zooming. Due to the touch-sensitive feature of the PMD, users can ob-
tain auditory descriptions by one finger contacting involved map symbols. To inquire 
“Where I AM”, the YAH symbol will present in the center of the display automati-
cally. With the help of the YAH symbols, users would explore the surroundings and 
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discover the spatial relationship between themselves and nearby geographic features, 
such as the orientation and distance to a bus stop or a building.  

 
Fig. 2. The prototype of the audio-haptic location-aware YAH maps. (left: the overview of the 
system; right: a screenshot of YAH maps with various symbols) 

4 Taxonomy of Augmented Geo-accessibility (AGa) Annotation  

Although there are a couple of systems to collect enhanced accessible geo-
information for the people with special needs via user-contributed annotation data, 
from the perspective of scientific research it is still lack of a comprehensive investiga-
tion of annotation taxonomy. Thus, in this section we focus on systematically discuss-
ing how to utilize collaborative annotated data to enhance accessibility of geographic 
features in real world, from its definition to data model and involved applications. 

4.1 AGa Annotation Definition  

“An AGa annotation is virtual information to describe additional accessibility in-
formation of geographic features for people with special needs.”  
The above definition contains several important points, which are stated as follow-

ing: 
At first, the focus of the annotation is about the accessibility features of geographic 

features in physical world. Thus, it will cover an array of items which dependent on 
different special user requirements and categories of existing geographic features, like 
auditory output of traffic signals for the visually impaired, and elevators in under-
ground stations for the mobility impaired.  

Secondly, the definition is general and simply to include a broad range of end us-
ers, who can be disabled people, but also can be temporal users like people having leg 
injures or wheeling a baby car.  

Thirdly, the virtual information is linked to geographic referencing objects in 
physical world, and the descriptions of virtual information would be in a number of 
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methods, from text, audio media, videos and pictures to haptic/tactile feedback, which 
can help end users to learn about involved accessibility features.  

Fourthly, towards a stricter range of the term of geographic feature in the defini-
tion, it contains various existing geographic referenced objects which can be digital-
ized and stored in digital world, rather than all of the components on the Earth. In 
addition, the annotations are made not only by the end users, but also from the volun-
teer community who concerns about accessibility.  

4.2 AGa Annotation Data Model  

Different to the ubiquitous annotation systems [8] for general requirements by linking 
virtual information and existing objects in both physical and digital space, the dimen-
sions of AGa annotation focus on accessibility features while reading, writing, and 
sharing the annotations. We list 9 dimensions to learn about AGa annotations.  

1. Categories of Geographic Features: different accessibility features for different 
categories;  

2. Location Dimension: the annotation’s location in physical world; 
3. Temporal Dimension: the creating/editing time;   
4. Content Dimension: annotation’s body is about objective mapping information or 

about subjective users’ experiences;  
5. Structure Dimension: structured accessible attributes and users’ quantify annota-

tions, e.g. rating, or an unstructured description;  
6. Source Dimension: explicit annotations from users’ descriptions directly and im-

plicit annotations from digital sensors data; 
7. Presentation Dimension: accessible user interfaces; 
8. Editing & Sharing: annotation can be edited and shared between user groups;  
9. Privacy Dimension: involved personal data;  

 
Fig. 3. An example of AGa annotations for the visually impaired 

 
As illustrated in Figure 3, the visually impaired users would access the accessibil-

ity map information (e.g. bus stops, entrances) and annotations from others. Even if 
the 9 dimensions are described respectively, the relationship of them is correlative, 
and will impact each other in the practical applications.  
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5 Discussion & Conclusion  

Different to rendering color-enabled maps for the sighted through the visual channel, 
the 2D PMD doesn’t allow overlapping map symbols by the raising pins. Thus, it’s 
important to find a suitable strategy to rendering the YAH maps on a limited portable 
PMD. For the visually impaired the cognitive mental maps generated while reading 
location-aware maps on the move might be different from a desktop-based map for 
pre-journey. However, what are their differences exactly is not clear yet. Besides, 
excepting the above mentioned 9 dimensions, which dimensions else are useful for 
the visually impaired?  

In order to let the visually impaired acquire much more spatial knowledge on the 
move, the paper introduces an overview proposal how to build an augmented non-
visual you-are-here maps through collaborative annotation via a portable PMD. For 
future work, the prototype should be evaluated with end users who are visually im-
paired.  
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Abstract. We present a system that allows blind users to explore both
indoor maps and large-scale OpenStreetMap data on a tactile graph-
ics display. Additional information about the map object that is being
touched by the user’s finger is provided by text-to-speech output. Dif-
ferent styles allow to concentrate on specific aspects of the map. First
tests show that the system can help blind users to get an impression of
the layout of unknown areas, and even to get a better understanding of
areas that are well-known to them.

Keywords: Tactile Maps, Tactile Graphics Display, Accessibility

1 Introduction

Being able to read maps is an important first step towards successful navigation
in unknown areas. While maps are becoming ever more available for sighted
persons via smartphones and services such as Google maps, blind users often
still have to rely on maps that are provided specifically for them, and are often
only available for small areas. At the same time, digital maps are becoming
more widely available through initiatives such as OpenStreetMap. What is still
missing is the link between those digital maps and the blind users. Screenreaders
and Braille devices have adopted the role of this link for digital information in
text format, but for spatial information such an accessibility is still missing. In
this paper we present a system that is designed to provide this link, and to make
maps – especially OpenStreetMap – accessible to blind users.

2 Related Work

With the advance of widespread availability of digital maps, making them acces-
sible for all is a logical next step. Accessible maps can be classified according to
several criteria, including the sensory channel that they use (e.g. tactile vs. au-
ditory maps). Another important distinction is whether they represent a larger
two-dimensional overview of the map or an approach based on a virtual ob-
server, where only information in the immediate vicinity of a freely movable
virtual observer (or cursor) is presented to the user.
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Fig. 1. The tactile graphics display, including a braille keyboard on top and two four-
way digital crosses.

Purely auditory maps are normally bound to the virtual observer model,
such as the auditory torch by Heuten et al. [2, 1]. In contrast to that, the works
on tactile or combined tactile and auditory maps vary between those using a
virtual observer model and those representing a larger overview at once. Rice
et al. combine tactile and auditory feedback in their system that controls the
virtual observer by a force feedback mouse [5]. Our own previous work includes
a virtual observer controlled by a rumble gamepad [7].

Systems that present a larger overview often require more elaborate hardware
and a setup that is tied to desktop use. Wang et al. print out a certain area of
the map with a thermal embosser [8]. The printout is then placed on a touchpad,
allowing audio feedback upon the touch of the user’s finger. A similar approach
was used by Paladugu et al. with the goal of evaluating design patterns for the
production of tactile maps [4]. The system by Zeng and Weber is most similar
to the one presented in this paper, also using a tactile graphics display [9]. The
system uses an inbuilt GIS and renders roads as lines and buildings and other
points of interest as fixed symbols from a library. Our system aims at greater
flexibility by using OpenStreetMap and freely choosable styles.

3 The Tactile Graphics Display

Our system displays the maps on a Tactile Graphics Display, the “Stuttgarter
Stiftplatte”, with a resolution of 120x60 pins and touch-sensitive sensors for
feedback about the position of the user’s fingers [6] (see Figure 1). However, our
system does not specifically build maps for this display, e.g. by directly activating
specific pins. Instead, normal graphics output is used, and the driver converts
the output for use on the Tactile Graphics Display. With this approach, the
system is not limited to a specific Tactile Graphics Display, instead any that can
convert on-screen graphics can be used.

Because of this approach some graphical details might be lost during the
conversion. This can mostly be avoided by choosing appropriate styles for the
graphics display (section 6.1).
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4 Maps

Our systems displays two different kinds of maps: Highly detailed maps of build-
ings and small outdoor areas and OpenStreetMap data for an overview of large
outdoor environments.

4.1 Detailed Maps

The detailed maps are handbuilt and were originally made for the ASBUS
project, which among other goals aims at making the University of Stuttgart
accessible to disabled and especially blind students by providing a navigation
system. The maps show buildings with rooms and even small details like pillars
and benches. The maps are stored in XML files based on the CityGML standard,
but limited to two dimensions.

4.2 OpenStreetMap

For large outdoor areas where no detailed maps are available, OpenStreetMap
data is used. A certain area around the current viewport is downloaded. If the
user scrolls out of that viewport, new data is downloaded automatically.

OpenStreetMap is a community effort in providing maps that is a viable al-
ternative to commercial data providers, especially regarding pedestrians: In 2011
OpenStreetMap provided a more than 30% larger street network for pedestrian
navigation in Germany than the commercial TomTom Multinet 2011 database [3].
OpenStreetMap data consists of three types: Nodes, ways and relations. Nodes
are simple points on the map, ways are linestrings that connect the nodes and
relations can contain both nodes and ways. All three can have an arbitrary num-
ber of key-value string pairs called tags, in which the type of the object, but also
any additional information is stored.

5 Interactions

As in any common map application, the user may zoom and scroll the map by
using the arrow keys or the four-way digital cross of the tactile graphics display.
The main additional feature is that the user can click on any object by pressing
a button while having the finger on the object. Its name, function or address
is then read out by a text-to-speech engine. If a handbuilt map is used, this is
straightforward, as all displayed objects are named. However, in a community-
based environment, in our case OpenStreetMap, the data is not always present in
such a straightforward manner. Therefore, in order to be helpful to the user, the
text that is read out has to be chosen more diligently. If the object is tagged with
a name tag, the name is read out directly. If no name is given, a combination
of the type of the object and (if available) the address is read out. The type
of the object is determined by the OpenStreetMap tags in combination with
strings from the styles (section 6.1), that also allow a translation into other
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languages. If several objects are stacked on top of each other in OpenStreetMap,
the objects are read out one by one after each consecutive click, beginning with
the innermost. For detailed maps, consecutive clicks are equivalent to going up
one step in the GML hierarchy, so that e.g. a building’s name will be announced
after a room number.

Some features of the system can be accessed by a menu. After opening the
menu with a keystroke, the user can navigate through the menu with the cursor
keys or the digital cross. The individual menu items are read out by the text-
to-speech engine. The menu allows access to the various maps (section 4), the
different styles (section 6.1), and to the place search (section 6.2).

6 Additional Features

While the system as described above is functional, some additional features were
implemented in close collaboration with a blind colleague, who currently uses
the system most frequently. Those features can greatly enhance the usability of
the system.

6.1 Display Styles

The Display component of our system is completely configurable. This means
that for all tags in OpenStreetMap the color and thickness of the lines that
are drawn, as well as the color and hatching of polygonal objects can be freely
chosen. Objects can also be completely hidden, depending on their tags. Details
like color and hatching cannot be reproduced on the tactile graphics display,
and are mainly useful for collaboration with sighted users that use a monitor.
Line thickness or the hiding of objects can be used to avoid clogging the tactile
graphics display with too much information. These style settings can be stored
and loaded and also added to a quick styles menu, allowing easy selection of
different styles, such as “only buildings” or “only streets”. Figure 2 shows a
detail of an area near our University campus, showing both buildings and streets
(a, b), only buildings (c, d), and only streets (e, f).

6.2 Place Search

The place search allows entering the name of cities, streets or well-known enti-
ties such as landmarks. The search string is forwarded to both GeoNames and
OpenStreetMap Nominatim. The places found by both services are presented to
the user in an accessible list, that can again be accessed with the cursor keys.
Upon selection of an entity, the map is changed to OpenStreetMap (if it is not
already the case), and centered on the geographic position of the selected entity.
This allows switching fast between different areas of interest.
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(a) Buildings and streets (screen) (b) Buildings and streets (tactile graph-
ics display)

(c) Buildings only (screen) (d) Buildings only (tactile graphics dis-
play)

(e) Streets only (screen) (f) Streets only (tactile graphics dis-
play)

Fig. 2. A map shown with three different styles on both the computer screen and the
tactile graphics display.

7 Results

First tests have shown that the system can greatly enhance the spatial under-
standing of its users. A blind colleague who uses the system says that she has
had to correct her understanding of the street layout even of areas that she has

Proceedings SKALID 2012 17

Interactively Displaying Maps on a Tactile Graphics Display



lived in for a long time. The possibility to quickly jump to a desired location was
regarded positively, as it enabled the user to go from exploring one area, such as
the workplace, to another, e.g. the place of residence. Furthermore, the different
styles were regarded as very helpful to reduce information overload depending
on specific tasks, e.g. our colleague chose to hide all buildings when exploring
the layout of streets. The use of OpenStreetMap has the advantage of providing
a worldwide data set. Especially in conjunction with the flexibility achieved by
the different styles, this provides a main difference from many of the previous
works in this area. The effects of the low resolution can be diminished by us-
ing appropriate styles, e.g. by rendering only streets of a certain importance if
zoomed out. However, the effects of using different styles for different zoom levels
still need to be evaluated.
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Abstract. It is argued that to produce an informative spatial display on small 
devices one should focus on extracting distinctive features of the physical envi-
ronment.  These features can be communicated selectively to the user on small 
displays. By considering spatial, semantic, and visual information sources, one 
can generate cognitively adequate directions that foster spatial awareness, while 
limiting computational resources. This paper describes the issues involved in 
selecting appropriate elements within the cognitive collage of environmental 
spaces to generate such displays. 

1 Introduction 

The ability to adequately navigate using a limited information display is dependent on 
a variety of factors, but perhaps none as important as matching the physical environ-
ment with information in the display.  It is well known that concise directions are 
generally preferred and easier to follow [1], but that the granularity of the directions 
depends on the complexity of the environment [2-3].  The problem of providing cog-
nitively adequate directions remains a challenge for route guidance systems, which 
more often than not are tied to a specific level of granularity [4].  This limitation be-
comes more severe when the display presenting the information is limited. 

One potential solution is focus on particular classes of information.  It is well-
established that spatial information can be viewed as a multi-level, cognitive collage 
in which certain kinds of information can dominate [5-8].  In this paper, we consider 
potential slices of the collage that can be highlighted in limited displays.  We use 
current systems for insight into potential problem areas in applying this approach. 

Thus, the focus of this paper is on environmental matching.  That is, how does one 
take the information in the display and match it to the actual environment.  For exam-
ple, the simple instruction of ‘turn right’ at a location where five roads meet is most 
likely going to be inadequate and additional information would be needed to resolve 
the ambiguity of the instruction [9-10]. This might be through semantic information 
(turn right on Main St.), spatial information (make a sharp right), or visual informa-
tion (turn right towards the McDonald’s).  Each of these alternatives is discussed in 
turn below. 
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2 Information Classes 

2.1 Spatial Information 

Two-dimensional spatial information is found in virtually all modern navigation sys-
tems. For example, Figure 1 from Google maps shows a path along Pocusset Street, 
which then turns right onto Murray Ave.  That right turn that is close to 90°, as op-
posed to the sharp right onto Forward (westbound) or bearing slightly right onto For-
ward (eastbound).  Having the geometry of the intersection in a heads-up display 
would facilitate taking the correct turn over just a simple verbal description of “turn 
right”.  However, it is interesting to note that this particular intersection, found in 
Pittsburgh, Pennsylvania, can also be described by the topography of the area [11]. 
From Pocusset Street, southbound Murray Ave is right and up the hill passing over 
Route 30, while westbound Forward Ave is right and down the hill passing under 
Route 30.  This kind of the three-dimensional information is rarely provided in cur-
rent navigational systems. 

 

 
Fig. 1. Potential area of confusion for turning right in Pittsburgh, PA. 

2.2 Semantic Information 

Providing semantic information in terms of road names or landmarks is a second 
method for providing information a limited display.  While typical of most current 
systems, problems arise when there is the signage in the environment is missing, lim-
ited, or does not match the labeling in the navigation system.  For example, in Figure 
1, a ramp is shown headed westbound from Forward Ave onto a shaded road labeled 
as “Lincoln Hwy/Route 22/Route 30”, yet the physical sign onto that ramp, shown in 
Figure 2, reads “I-376 West Pittsburgh”.    The extent to which instructions match the 
physical environment, including what is printed on road signs, would make directions 
easier to follow. 
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Fig. 2. Visual information that does not match the labels on the map. 

There is also a problem when there is limited semantic information to present to the 
user. Google now provides walking directions, which includes not only named streets, 
but also unnamed sidewalks.   

Walking from the School of Information Sciences Building to Hillman Library on 
the University of Pittsburgh campus generates the route shown in Figure 3 with the 
accurate, but very confusing, set of verbal directions:   

 

 
Fig. 3.   Google map walking directions along a set of sidewalks 

1. Head south on N Bellefield Ave toward Fifth Avenue    0.1 mi  
2. Turn right toward SchenleyDr    374 ft 
3. Turn left toward SchenleyDr    154 ft 
4. Turn right toward SchenleyDr    233 ft 
5. Turn left toward SchenleyDr    453 ft 
6. Turn left toward SchenleyDr    161 ft 
7. Turn right toward SchenleyDr    52 ft 
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8. Turn left onto Schenley Dr    125 ft 
9. Turn right    157 ft   [to arrive at]   Hillman Library Pittsburgh, PA 15260 
 

Pielot and Boll [12] found that such directions ignore the nature of human navigation 
skills and are of little use to wayfinding by pedestrians. 

2.3 Visual Information 

Providing visual information in terms of signage, landmarks, geographical cues, can 
also be helpful.  In examining tricky parts of directions, Hirtle et al[4] found both 
cases where the visual information was obscured making directions difficult and cases 
where the visual information was useful in providing key information.  In hand-
written directions, navigators were warned, for example, when signs were obscured or 
where signs are missing.  In contrast, landmark-rich environments were never flagged 
as being difficult to navigate in. 

Current navigation systems rarely take advantage of visual information.  One mi-
nor exception is Google Navigation for the Android, which automatically switches to 
street view at the end of the directions for help in locating your final destination. 

3 Conclusions 

It has been argued that limited information displays can successfully support spatial 
knowledge acquisition by providing cognitively adequate directions, which highlight 
the preferred knowledge of the traveler, be it spatial, visual or semantic information. 
This is to say, by identifying the unique attributes [13] that make up a location, an 
intersection or a route, one can start to build meaningful, low-resolution systems. At a 
first pass, such a system could be built on both user preferences and the granularity of 
the space [2].  In line with much of the cognitive literature, general overviews with 
detailed local knowledge will assist in the creation of a cognitive collage.  

While the focus of this paper has been the visual display of information, it also 
possible to augment, or even replace, a visual display with auditory or tactile informa-
tion.  In these modalities it has been shown that even simple information, akin to the 
children’s game “Hot or Cold” where feedback is given that your are on-track moving 
the correct direction (getting warmer) or you are off-track headed in the wrong direc-
tion (getting colder).  Yang, et al [14] demonstrated that such information supports 
spatial awareness in pedestrians with visual impairments allowing participants to 
discover new points of interest and even improvise new wayfinding routes. 
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Abstract. Tactile maps are non-visual substitutes for visual maps for
blind and visually impaired people. In [3, 11] we suggested to increase
the effectiveness of tactile maps by developing a system that generates
assisting utterances to facilitate knowledge acquisition. The utterances are
inspired by a corpus of assisting utterances given to tactile map explorers
by human assistants. The tactile maps are realized as virtual tactile maps
presented with a haptic device. The effectiveness of such a system was
tested before implementation in controlled experiments reported in [10,
7]. We discuss a prototype system that was developed according to our
earlier suggestions. In a user study, we positively evaluated the behavior
of the prototype.

Keywords: Multi-Modal Maps, Virtual-Environment Maps, Natural
Language Generation, Accessible Maps, Audio-Tactile Maps, Verbally
Assisted Maps

1 Introduction

Maps are important external representations of space. For example, humans use
urban-area maps in every-day scenarios such as planning a route to the next
bakery or physician in environments novel to them. The access to visual maps is
limited for blind and visually impaired people, therefore, tactile maps are used as
substitutes. Acquiring knowledge from maps haptically is different from doing it
by vision: On the one hand, information provided by tactile maps is more sparsely
than that provided by visual maps; on the other hand, this information has to
be integrated over time. To reduce some difficulties in haptic comprehension of
maps, providing additional information via the auditory channel is useful. In [3,
11] we suggested that approaches towards audio-tactile maps can be extended
by developing a system implementing Verbally Assisting Virtual-Environment
Tactile Maps (VAVETaM). The suggested system generates situation-dependent
assisting utterances, which not only inform the explorer of the tactile map about
the proper names of the map objects, but include more information that reduces
drawbacks stemming from the sequentiality of tactile-map reading. The generated
utterances are based on a corpus study (see [9] for a discussion of the corpus

Proceedings SKALID 2012 25



Fig. 1. The Sensable Phantom Omni and a Virtual Tactile Map

and the set of assisting utterances). For example, the assisting utterances include
information about spatial relations between map objects. The Sensable Phantom
Omni device allows the map user to perceive virtual tactile maps (see Fig. 1). The
device can be thought of as a reverse robotic arm that generates force depending
on the position of the pen-like handle. Streets and landmarks such as buildings
are marked as indentations that can be felt with the device.

In this paper, we present a prototype implementation of the VAVETaM system.
The goal of the development of this prototype is to show the technical feasibility
of the suggested system; that is, that the prototype works. The feedback gained
from the user study presented in this paper will be used for further development.

In the remainder, we discuss relevant literature (Section 2) and we briefly
introduce the prototype (Section 3). Furthermore, we present a user study with
the prototype (Section 4) before concluding the paper.

2 State of the Art

Audio-tactile maps as improvements of uni-modal tactile maps have successfully
been developed and tested for usability. Some approaches use physical (‘printout’)
overlay maps on touch screens (e.g., [13, 14]). The Phantom device used in our
prototype has been successfully used to present virtual tactile maps with audio-
feedback [12, 1, 4]. Existing approaches link sounds or brief verbal information
(mostly, names) to map objects. In a corpus study, we found that humans asked
to assist map explorers include more information in their assisting utterances,
which can be described as brief descriptions of the local surroundings [9]. The
VAVETaM approach extends earlier systems by generating assisting utterances
more similar to human performance. That non-visual knowledge acquisition by
direct perception of indoor environments can be facilitated by situated verbal
descriptions was shown by [2].

We have positively evaluated the multi-modal interface that is described here
prior to implementation in Wizard-of-Oz-like experiments (i.e., the assisting
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utterances were controlled by the experimenter) with both blindfolded sighted
and visually impaired people [10, 7]. Participants received assisting utterances
as suggested compared to a condition in which they were only informed about
the names of objects. Spatial knowledge acquisition of virtual tactile maps was
facilitated by verbal assistance.

3 The Prototype System

Haptic Device Haptic Event Detection Generation Verbal Assistance

Fig. 2. From Hand Movements to Assisting Utterances

To generate assisting utterances, two important tasks have to be solved. First,
the stream of position information from the haptic device is analyzed in order to
detect semantic—that is, meaningful—exploration events. Haptic event detection,
for example detects when a map user explores a street with the haptic device.
This information is the input to the generation component. Second, based on this
input, appropriate information is selected from a knowledge base and prepared
for verbalization; that is, natural language is generated.

For each of these tasks, components were developed. Haptic event detection
is described in more detail in [6, 5]. A generation component and the interface
between event detection and generation is discussed in [9, 8].

We connected the two components to a fully working prototype system.
The utterances produced by the prototype are similar to those evaluated in
previous experiments (see Section 2). For example, when the movements the user
performs with the device indicate that he or she is interested in a street called
‘Amselweg’, the system produces an output which can be translated as follows:
‘This is Amselweg. This street is parallel to Blumenstraße. It forms a corner with
Dorfstraße at the top end and towards the bottom it is restricted by the map
frame. Furthermore, it crosses Hochstraße.’ See [9], for a thorough discussion of
the content of the utterances. The generation of the utterances is not based on
canned text. Both, the verbalization history and the current map exploration,
are taken into account: When information was already verbalized, repetitions
leading to unnecessary redundancy are avoided. When the map user starts to
explore another map object—for example, a landmark called ‘Rathaus’ (town
hall)—the verbalization is stopped after the ongoing sentence is finished and the
map user receives currently relevant utterances.

The generation system and the haptic event detection are implemented in
Java. We use the Chai 3D toolkit for haptic rendering of the virtual tactile map.
The Chai 3D toolkit and the haptic event detection are interfaced using JAVA
Native Interface. Speech synthesis was realized using Mary TTS.1

1 http://www.chai3d.org and http://mary.dfki.de
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Table 1. System Evaluation: Translation of the Statements and Mean Response

Translation of Statement Mean SD
(Original) Response

A The haptic map is understandable. 1.70 .68
B Giving verbal assisting utterances for such maps is helpful. 1.10 .32
C The utterances were understandable. 2.50 .97
D I always knew exactly what is meant with the verbal utterances. 1.80 .92
E The utterances were helpful. 1.70 .68
F It is easy to follow the streets in the maps. 1.50 .53
G It is easy to locate landmarks (e.g., buildings). 2.90 1.37
H It was confusing that utterances went on when I already was at

other map objects.
1.80 1.03

I I usually knew to which map object the assisting utterances
referred.

1.70 .48

J The system behaves comprehensive. 1.50 .53

4 User Study

To evaluate the prototype system, we asked 13 participants (university students,
compensated by course credit or monetary; mean age: 24.7 years, SD =7.2 years,
9 males) to use the prototype and to give us feedback by indicating agreement
to statements about it and by taking part in semi-structured interviews.

After an initial training with the haptic device, participants were blindfolded
and interacted with the VAVETaM prototype. After they reported that they
understood the behavior of the prototype, they were instructed to learn the
map so that they would be able to sketch it afterwards. This instruction was
included to state a clear goal for the exploration of the map. Participants
could take as long as they wanted to explore and memorize the map (overall
interaction time: M =14:16min, SD =4:46min; interaction after instruction:
M =9:30min, SD =3:42min). After they sketched the map, they were asked
to indicate agreement to a set of statements about the prototype. Selected
statements are shown in Table 1.2 They were given the list of statements in
written form. The answers were given on a 1–5 Likert-type scale (1 corresponds
to ‘I agree completely’ and 5 to ‘I do not agree at all’). The list of statements
was completed together with the experimenter in order to enable immediate
discussions of important points (discussions were audio-recorded).

The mean responses to the statements indicate that participants considered
it generally helpful to support tactile maps with natural langauge (B) and
they considered the behavior of the prototype comprehensive (J). Furthermore,
the virtual tactile maps were considered understandable (A, F). The responses
indicate that it is possible to locate landmarks, although with more difficulty
than to explore streets (G). A possible explanation is that the connected network

2 Due to restrictions of the length of the paper, we do not discuss all statements. None
of the other statements that were about the prototype produced a mean agreement
worse than neutral. The full list of statements and mean responses can be retrieved
from: http://www.informatik.uni-hamburg.de/WSV/VAVETaM/
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of streets was easy to follow, while landmarks were not connected with each other
and had to be explored one by one.

Participants considered the timing of assisting utterances appropriate to
establish reference to the map object to which the assistances belonged (I). They
considered the utterances helpful and they indicated that they knew what was
meant (D, E). The ratings whether utterances were understandable (C) are
comparably low. This seems somewhat contradictory to the high agreement with
assertion D. In the discussion and the interview, participants indicated that
problems with understandability were in general limited to proper names.

Currently, once sentences are started they cannot be stopped or changed
anymore. From our own experience with the system, we expected that this is
potentially confusing. In fact, most participants considered the inability of the
prototype to change current utterances confusing (H).

In the interviews conducted subsequently, the points discussed above were
elaborated and extended. Participants in general considered the set of assisting
utterances appropriate and did neither miss important information, nor did they
indicate that superfluous information was given. When asked for suggestions on
how to improve the system, participants considered options for customization
(changing the haptic presentation of the map, switching certain kinds of assisting
utterances on and of) and the quality of the synthesis as potential improvements.
Some participants indicated that they would have changed the content and
frequency of certain utterances—however, this feedback was not consistent.

5 Conclusion

We presented the Verbally Assisting Virtual-Environment Tactile Maps (VAVE-
TaM) prototype that solves the task to generate assisting utterances for tactile
map explorations. The prototype is based on the interaction of two components:
Haptic event detection and assistance generation. The effectiveness of the system
was previously evaluated positively in controlled experiments [10, 7]. We presented
a user study with the prototype in order to show that it works. Participants
considered the prototype behavior comprehensive and the utterances and haptic
presentation understandable. Potential improvements pointed out by the users
are (1) the quality of the speech synthesis with respect to proper names, (2) the
possibility to customize the behavior of the system, and (3) the implementation
of a possibility to change ongoing utterances when the user moves to another part
of the map. Aside from these potential improvements, both, with respect to the
assisting utterances and to their timing, participants considered the prototype
system usable, comprehensive, and helpful.

Acknowledgments. The research reported in this paper has been partially
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Abstract. Several studies have verified that multi-level floors are an obstacle 
for indoor wayfinding (e.g., navigators show greater angular error when making 
inter-level pointing judgments and experience more disorientation when way-
finding between floors). Previous literature has also suggested that a multi-level 
cognitive map could be a set of vertically super-imposed 2D cognitive maps 
and each level could be viewed as a region. However, little research has studied 
how one mentally connects / integrates the different levels of the 3D cognitive 
map. This paper provides new insight into how people may integrate multi-level 
cognitive maps based on the concept of a “transition point”, a term used to rep-
resent the abstract point that connects different levels of the building. Based on 
transition points, we proposed the concept of simulated global indoor land-
marks which are displayed on mobile devices. We predict that users can de-
velop multi-level cognitive maps more efficiently when assisted by these global 
indoor landmarks. An ongoing behavioral experiment is briefly described aimed 
at providing empirical verification for these predictions.  

Keywords: multi-level cognitive map, indoor navigation assistance, vertical informa-
tion visualization, mobile information displays. 

1 Introduction 

From the first multi-level building of the Roman Empire to the world’s highest (162-
story) building, most public indoor spaces have been built based on increasingly com-
plex indoor environments incorporating many underground levels and above ground 
floors. As a case in point, the growing size of malls makes these structures seem like 
an ‘indoor city’, meaning that they are large and cognitively complex environments 
with many possible destinations and heavy pedestrian traffic [1]. Multi-level buildings 
have the advantage of more efficient use of land space (particularly where space is 
limited or expensive), and are cheaper to cool or heat compared to a more spread-out 
single level structure. However, these complex multi-level buildings often cause 
navigators to become frustrated, disoriented, or lost during navigation (especially 
when traversing between floors). For instance, navigators have been shown to be 
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significantly less accurate when pointing to locations between floors than within a 
single floor and inter-floor knowledge has been argued as the cause of disorientation 
in both physical and virtual environments [2–7]. Soeda et al. [5] demonstrated that 
Indoor wayfinding performance involving floor level changes is greatly hindered by 
disorientation during vertical travel. Likewise, Hölscher, et al. [2] reported wayfind-
ing difficulties observed in a complex multi-level conference center, identifying in-
congruent floor layouts, disorienting staircases, and lack of visual access to important 
level-related building features as the main causes of this difficulty. Given the afore-
mentioned literature highlighting the challenges of inter-level navigation and other 
relevant tasks, there is a surprising dearth of research into the underlying theory of 
why integrating multi-level building information is so challenging for human spatial 
cognition (question 1) , which is the core motivation of this paper. 

Well-developed multi-level maps (whether cognitive or digital) are not only useful 
for the obvious applications of affording efficient inter-level indoor route planning 
and navigation, they could also be crucial for supporting many other scenarios. For 
example, in an emergency situation, firefighters needing to determine the correct loca-
tion to break through a ceiling to rescue people trapped in a building, or maintenance 
workers needing to figure out the best route for drilling a hole to install conduit be-
tween floors. In each of these situations, a device providing perceptual information to 
help visualize the multi-level building structure would be extremely important for 
facilitating users in constructing multi-level cognitive maps which support spatial 
behaviors requiring integration of vertical knowledge. Therefore, we believe that the 
best solution to this vexing problem requires a two-pronged approach combining 
study of both the basic theoretical research relating to question 1 and the best inter-
face design as assessed by question 2:  how to design mobile visualization interfaces 
that assist tasks requiring vertical navigation, accurate learning of complex buildings, 
and the development of multi-level cognitive maps?  

 This is a position paper which aims to highlight a key problem for multi-level in-
door navigation that has not been extensively studied but which represents a real and 
pervasive challenge given how often we are required to navigate within complex 
buildings. First, we provide new insights into the difficulties of inter-level indoor 
navigation and cognitive map development by discussing the concept of a transition 
point that connects different levels of a building. Next, we propose our visualization 
approach for integrating multi-level cognitive maps based on highlighting global in-
door landmarks on mobile devices. Finally, an ongoing experiment is described that 
provides empirical verification of these ideas and that suggests a road map for future 
investigation.  

2 Relevant Properties of Multi-level Cognitive Maps  

Previous literature has suggested that a multi-level cognitive map could be conceptu-
alized as a set of vertically super-imposed 2D cognitive maps having the vertical seg-
ments encoded as junctions between those maps [8], with each level being viewed as 
a region based on variants of the fine-to-coarse theory described in [2, 6]. However, 
we are not aware of any formal research that has extensively studied how one men-
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tally connects the different levels of the 3D cognitive map. In this paper, we provide 
insight into how people connect these super-imposed 2D cognitive maps and intro-
duce new visualization techniques for facilitating this process during real-time navi-
gation.  

2.1 Transition Points 

 

 
Outdoor space Multilevel Indoor Space 

Fig. 1. Transition point in indoor and outdoor spaces 

In the research by Wiener et al. [6] “region” represents perceived and encoded repre-
sentations in spatial memory in which locations are grouped together and form su-
perordinate nodes. In our research, we build on this notion by further confining the 
region for an indoor context as the floor’s spatial extent.  

The transition point represents an abstract point where navigators enter or exit a 
region along a route. As shown in Fig.1,an outdoor transition point is the intersection 
between two adjacent regions’ common boundary and a route that goes through the 
two regions, whereas an indoor transition point is the point where users pass through a 
portal to enter or exit a region by an elevator or staircase. As shown in Fig.1, for out-
door space, C1 and C2 are the transition points which are the intersections between 
route L1 and L2 with the common boundary of region A and region B. For indoor 
space, there are two pairs of transition points that connect floor A and floor B (c1 with 
c1’ and c2 with c2’). An outdoor transition point usually has two directions which are 
the transition point’s two tangent lines’ directions in two regions as shown in Fig.1, 
while an indoor transition point usually has one direction based on the navigator’s 
facing direction when they get out of a portal. This notion is different from the related 
term, decision point, which usually refers to the intersection of corridors or travel 
paths [9] or the point where two route-segments meet[10], transition points are the 
connecting points of two regions/floors. Some indoor transition points will overlap 
with the decision points and therefore have several directions (e.g., one elevator has 
two doors or the staircase connects to a T intersection of corridors.). 

When people navigate between floors, they will pass a pair of transition points (c1 
with c1’ or c2 with c2’). For each pair, there is a vertical transition offset H, a hori-
zontal transition offset L, and a transition angle offset α, as illustrated in Fig.1. The 
transition offset H is the height between the pair of transition points located at differ-
ent floors. The offset L is the distance between the transition point (e.g., C1’) and the 
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projection of the corresponding transition point (e.g., C1) on the former transition 
point’s floor (e.g., floor B). If the two transition points are vertically aligned (e.g., an 
elevator connects the pair), the offset L is 0. The transition angle offset α is the differ-
ence between the directions of the two transition points. If the directions of the two 
transition points are the same, the offset α is 0 (e.g., an elevator connects the pair). 
Thus, we predicted that although multi-level indoor cognitive maps could be simpli-
fied as a 3D variant of the cognitive region, the offsets of transition points between 
regions/floors, particularly the horizontal and angular offsets, cause users to have 
greater difficulty in maintaining their spatial orientation and in developing an accurate 
globally coherent cognitive map of the indoor space.   

2.2 Simulated Global Landmarks 

The offsets between transition points illustrated above may provide insight into the 
known difficulties of humans in building multi-level cognitive maps based on a spa-
tial parameter. Another potential reason for this challenge is the lack of availability of 
local versus global landmarks in indoor spaces [11]. Giudice et al. illustrated that the 
advantage of these global landmarks is that they afford an excellent fixed frame of 
reference which helps ground what is perceived from the local environment into a 
global spatial framework. However, they are often greatly reduced when learning and 
navigating indoor spaces. As a consequence, it is generally difficult to acquire survey 
type knowledge of the global spatial configuration of indoor spaces [11]. To eliminate 
this disadvantage and improve indoor navigational and representational efficiency, we 
proposed two types of simulated global indoor landmarks, transition landmarks and 
contiguous landmarks, which can be displayed on a mobile device. The goal is that 
access to these landmarks during navigation will facilitate user’s ability to visualize 
the vertical structure of the space, which will in turn yield more accurate multi-level 
cognitive map development. 

Transition landmarks are the highlighted information content displayed on mobile 
devices, composed of the transition points and directions of transition points as well 
as the lines connecting them, as illustrated in Fig. 2.  

 
Fig. 2. Multi-level indoor global landmarks 

Contiguous landmarks are also part of the highlighted information content displayed 
on mobile devices. They consist of vertically aligned landmarks and the lines that 
connect them. Landmarks are categorized as object landmarks and structural land-
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marks [12]. Accordingly, contiguous landmarks contain contiguous structural land-
marks and contiguous object landmarks. If two floors have the same kind of structural 
landmarks (e.g. both floors have a cross intersection that is vertically aligned), we 
term it as a contiguous structural landmark. Similarly, if two floors have vertically 
aligned object landmarks (e.g. both of the floors have one unique blue wall at the 
same horizontal coordinates), we term it as a contiguous object landmark. As illus-
trated in Fig.2, A1 and B1 are object landmarks on each floor; A2 and B2 are the 
transition landmarks (staircase); A3 and B3 are both transition landmarks (elevator) 
and contiguous landmarks, as the transition points are located at vertically aligned T 
intersections; and A4 and B4 are contiguous landmarks, located at vertically aligned L 
intersections. 

3 Experiment Design 

In our research, we will experimentally evaluate whether highlighting the simulated 
global indoor landmarks will facilitate users’ multi-level cognitive map development. 
In the experiment, the independent variable is the highlighting of the global landmark 
and there are three conditions: 1. control group: traditional 2D-based indoor maps 
(widely used in available indoor navigation systems); 2. birds’-eye view 3D-based 
indoor maps without highlighting global landmarks; 3. birds’-eye view 3D-based 
indoor maps highlighting global landmarks. Our hypothesis is that users in our ex-
periment will navigate most efficiently and develop the most accurate multi-level 
cognitive maps with condition 3, as the global landmarks provide a fixed frame of 
reference in multi-level indoor spaces. Indeed, better visual access to these global 
landmarks is expected to facilitate improved knowledge of the landmarks interrela-
tionship between floors and to help integrate them into a unified multi-level cognitive 
map.  

Empirical experiments will be conducted using immersive Virtual Environments 
(VEs) coupled with a simulated PDA-sized screen as the visual interface to display 
information about navigation assistance. The advantage of using VEs is that we can 
leverage accurate real-time indoor positioning and tracking and easily manipulate the 
simulated building layouts and information content. The virtual building will be a 
three-level building with incongruent floor layouts and connected by confusing stair-
cases, as the literature suggests that these factors cause the most confusion [2]. To 
maximize disorientation, staircases will be designed with a horizontal transition offset 
L and a transition angle offset α. Contiguous landmarks will be put in the environ-
ment. For example, we will make different floors have vertically aligned structural 
landmarks (e.g. cross -intersection).  

The four main phases in the experiment are 1: Route learning. Participants will 
learn the route to each target picture with the assistance of the mobile device; 2: 
Pointing criterion task. Here we will test whether participants have successfully 
learned the four target locations from the first phase;3: Unaided Navigation task. Sub-
jects will be asked to navigate to the picture using the shortest route; 4: Drilling task. 
Subjects will be asked to simulate “drilling” a hole to the above/lower floor or the 
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left/right room. This task is designed to evaluate how efficiently users recall and cal-
culate locations from the developed multi-level cognitive map.  
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Abstract. In the field of Human-Computer Interaction, several projects aim to 
develop new technological aids, which enable and provide people who are blind 
the ability to navigate themselves around on their own. In order to evaluate 
these technological aids, the created cognitive maps which are built by the help 
of technological aids should be evaluated at first. A new approach has been de-
veloped for evaluating these reconstructed cognitive maps quantitatively. In this 
paper, we describe how this approach has been developed. Nine criteria are 
identified and weighted with help from the blind people. Using weighted 
Euclidean distance enables the cognitive maps to be compared with each other. 

Keywords: cognitive map, blind people, quantitative evaluation. 

1 Introduction 

Cognitive maps also referred to as mental maps, express the essential structure of 
spatial information through learning processes [1]. One of a cognitive map’s functions 
is to support navigation. Research into cognitive maps is particularly useful to urban 
planners, mobility specialists, and navigation aid designers [2]. For most of the blind 
people, it is usually impossible to travel independently. Therefore, in the field of Hu-
man Computer Interaction, several projects [3-5] aim to develop new technological 
aids to provide blind people the ability so that they can navigate indoor/outdoor on 
their own.  

In order to evaluate such technological aids, the blind people are often asked to 
create cognitive maps which are built by the help of technological aids. Two themes 
will be mostly measured: route knowledge and configurational knowledge [6]. Route 
knowledge means the knowledge of a route from point A to point B. Configurational 
knowledge means the knowledge of where the roads and landmarks are located. For 
blind people, there are two main ways to create cognitive maps with respect to route 
knowledge and configurational knowledge. We can ask them to verbally describe it 
[7] or to reconstruct it with help of things like Modelling kit, whiteboard, bar magnets 
[7, 8]. Sketch mapping is the most common method for sighted people, but it is rarely 
used for blind people, because most of blind people are unfamiliar with it. 

For evaluating the technological aids, the reconstructed cognitive maps should be 
evaluated. Figure 1 shows 3 maps: the original map (left, the street names are not 
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displayed), cognitive map 1 reconstructed by subject A (middle), and cognitive map 2 
reconstructed by subject B (right). How can we evaluate these maps with respect to 
configurational knowledge? 
 

 
 
 
 
 

 

Fig. 1. Examples of cognitive maps created by blind people 

In this paper, a new approach will be presented to quantitatively evaluate cognitive 
maps which are reconstructed by blind people. 

2 Related Work 

Until now, there has been comparatively less attention paid towards the evaluation 
approach of cognitive maps for the blind than for the sighted people. [9, 10] describe 
the methods of evaluating cognitive maps quantitatively. However, the considered 
cognitive maps were drawn from sighted people. In the following, we just discuss the 
evaluation of cognitive maps of blind people. With technological aids, blind people 
build the cognitive maps just based on auditory and haptic cues, so their reconstructed 
cognitive maps differ somewhat from those based on vision. For evaluating these 
cognitive maps, there is no systematic approach available. In this context, the study in 
[11] should be mentioned. In their study, the blind subjects were asked to model the 
layout of labyrinths (see fig. 2) after having explored them.  
 
 
 
 
 

Fig. 2. Labyrinth 1 (left) and labyrinth 2 (right) [11] 

The cognitive maps were analyzed in five different criteria: Number of elements: 3 
in Labyrinth 1 and 4 in Labyrinth 2. Form of elements: referring to the correct identi-
fication of the L and T forms in the composition. Position: referring to the correct 
orientation of the elements. Placement: referring to the correct distance between the 
elements. Symmetry: referring to the correct axial disposition of the elements in the 
first labyrinth and the correct central disposition in the second labyrinth. 

A map of the real environment is more complex than the labyrinths in figure 2. 
There are features such as street names, curves on the streets, different directions, 
crosses and so on. Therefore, to evaluate reconstructed cognitive maps of the real 
environment, we need a more complex approach. 

original map created map 1 created map 2 
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3 Development of the Approach 

In this section, we describe how this approach has been developed in detail. There 
are 3 steps: in the first step, the criteria were identified with which we can evaluate 
the cognitive maps quantitatively; then, we weighted these criteria; and finally, the 
method for the quantification of the criteria was chosen. 

3.1 Identification of Criteria 

In this step, we analysed several cognitive maps which were reconstructed by blind 
people in a previous study of us. In this study, ten blind people were asked to con-
struct mental maps after learning three different maps of unknown environments us-
ing three different media (tactile map, iPad and tactile pin device (www.Hyper-
braille.de)). Space restrictions do not allow to go into details here. Nine criteria were 
identified by the principle: one mistake should not be counted twice. The criteria were 
classified in 4 categories: 

• Category 1: number of elements 
─ Number of correct street segments (C1): streets are divided in segments by 

crosses or branches. Only the correct street segments should be counted.  
─ Number of correctly remembered street names (C2): This criterion is just rele-

vant, if we want to evaluate how easy blind people can remember the street 
names with the help of technological aids.   

• Category 2: property of streets. Property of streets refers to the shape, name and 
direction of the streets. 
─ Number of correct street shapes (C3): referring to, if a street is straight or has 

curves, the number and the directions of the curves.  
─ Number of correctly assigned street names (C4): These include the street names 

which were not only remembered correctly, but also assigned to the right streets 
correctly. 

─ Number of correct street direction (C5): A tolerance range for the estimation of 
direction is necessary for blind people. On the basis of the 12 division on a 
clock face, we define 2 divisions as tolerance range. In the case that a street has 
curve(s), we define the direction with reference to the start and end point of the 
street, if there is no landmark in between.   

• Category 3: arrangement of streets 
─ Number of correct crosses and branches (C6): a cross or branch is correct, if it 

is found in the original map.  
• Category 4: number of errors 

─ Number of none existing streets (C7): streets should be counted which do not 
exist in the original map.  

─ Number of none existing crosses and branches (C8): this refers to the crosses 
and branches which are caused by streets which are reconstructed too long, but 
not by none existing streets.  

Proceedings SKALID 2012 39

A Quantitative Evaluation Approach for Cognitive Maps of Blind People



─ Number of displacements of streets (C9): it refers to the relative position of the 
streets. For example, if street A crosses street B after the crossroad, it is a dis-
placement, meaning that street A should cross street B before the crossroad. 

It should be pointed out that the length belongs to the property of a street as well. 
However, it cannot be used as a criterion extra. Because if a street is reconstructed too 
long, then the length will be taken into account in the criterion “Number of none ex-
isting crosses and branches”. Otherwise, if a street is reconstructed too short, then it 
will be taken into account in the criterion “Number of correct crosses and branches”. 

3.2 Weighting of the Criteria 

All of the nine criteria deal with crosses/branches (C1, 6, 7, 8, 9), street names (C2, 
4), street shapes (C3), or street directions (C5). In this step, we weighted these four 
items with weights w1, w2, w3 and w4 by involving blind people. The weights are speci-
fied as follows: 

(1) At first, we had to find out if it is necessary to give the 4 items different 
weights. According to the relevance for getting an overview of an environment, 21 
blind people were invited to rank the 4 items in order. Two different items can have 
the same ranking. Then, the four items are ordered by the average of the rankings 
from blind people: crosses/branches (rank at 1), street names (rank at 2), street 
shapes (rank at 3), and street directions (rank at 4).  

(2) Then, we tested if the rankings of the items are significantly different. The fre-
quency distribution of the four items and rankings was displayed in a 4x4 - contin-
gency table. The items were paired (crosses/branches with street names, street names 
with street shapes, and street shapes with street directions) and tested by using the 
Chi-square test for homogeneity. The test showed a significant difference between 
crosses/branches and street names, street shapes and street directions, but not be-
tween street names and street shapes (df = 3, p=0.95, χ2

3;0.95 = 7.81). However there is 
a significant difference between street names and street directions. Therefore, street 
names and street shapes should get the same weight. 

(3) Finally, we calculated the weights w1, w2, w3, and w4. The weights are calculated 
according to the frequency of rank 1 and 2 of the four items. However, the frequency 
of rank 1 should be given more weight than the frequency of rank 2. Therefore, the 
frequency of rank 1 should be multiplied by a factor f (1 < f < 3). According to the 
rankings from blind people, the item crosses/branches should get the highest weight. 
If the frequency of rank 1 is multiplied by 3, the item street names will get the highest 
weight. f should be therefore less then 3. In our study, we set f equal 2 (see table 1). 

Table 1. Weighted frequency distribution of the four items (ai) of rank 1 and 2 (H: frequency) 

     items 
rank 

a1 a2 a3 a4 ∑∑∑∑ 

1 H11*2 H12*2 H13*2 H14*2 H1. *2 

2 H21 H22 H23 H24 H2. 

∑∑∑∑ H11*2+ H21 H12*2+ H22 H13*2+ H23 H14*2+ H24 H1. *2+ H2. 
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The weights were calculated as shown in equation (1). So we got following results: 
w1 = 0,31, w2= w3 = 0,28, w4 = 0,13. 

 w (ai) = (H1i * 2 + H2i)/(H1. * 2 + H2.)                            (1) 

3.3 Choice of Method for Quantification 

For quantifying the criteria we chose the approach weighted Euclidean distance.  
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where x = (x1, x2, … xi), y = (y1, y2, …, yi), wi = weights, and d(x, y) = the distance from 
point x to y. In our case, xi is the i-th value of the original map (x7, 8, 9 = 0), while yi is 
the i-th value of the reconstructed cognitive map, and wi is the specified weight for i-
th criteria (see table 2). d (x, y) is the distance between the original map and cognitive 
map. In other words, we compare these two maps by measuring the distortion be-
tween the original map and the cognitive map. It gives a measure of how similar cog-
nitive map to the original map actually is. The smaller the value, the more similar the 
cognitive map to the original map is. 

Table 2. Criteria and their weights for evaluating cognitive map 

criteria weight Original 
map 

Cognitive 
map 

Number of correct street segments 0.31 x1 y1 
Number of correct remembered street names 0.28 x2 y2 
Number of correct street shapes 0.28 x3 y3 
Number of correct assigned street names 0.28 x4 y4 
Number of correct street direction 0.13 x5 y5 
Number of correct crosses and branches 0.31 x6 y6 
Number of none existing streets 0.31 0 y7 
Number of none existing crosses and branches 0.31 0 y8 
Number of displacement of streets 0.31 0 y9 

As mentioned, if we do not want to evaluate how easy blind people can remember 
the street names with the help of technological aids, we can set its (C2) weight 0.  

4 Conclusions 

This approach has been developed within a study in which the arrangement of streets 
was tested with different technological aids. There were no landmarks on the original 
map. It is not intended for evaluating cognitive maps according to the structure of 
buildings such as an airport. In this case the location of landmarks should be tested, 
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the criteria have to be extended and the weight specified. In addition, we also found 
out that the blind people weighted the 4 items in matters of wayfinding differently 
than in matters of getting an overview of an environment. This indicates that if route 
knowledge is tested, we need other criteria and other weights for them.  
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